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ABSTRACT
This paper addresses the interference challenges, aiming to
improve spatial reuse and optimize spectrum efficiency in
LPWANs. We reveal that existing strategies such as interfer-
ence cancellation and MIMO are ill-suited to the low-cost
low-rate characteristics of LPWANs. Our work introduces
a novel framework, HydraNet, which leverages the capture
effect of LPWAN radios to enable robust concurrent transmis-
sions. HydraNet exempts from strict clock synchronization
or accurate channel estimation as required by conventional
spatial reuse strategies for interference nulling. We conduct
in-depth studies with LoRa radios to uncover their under-
lying packet reception mechanisms and for the first time
characterize their unique capture effect. Based on the new
findings, we devise novel strategies to jointly control the tim-
ing and power of concurrent LPWAN transmissions. These
strategies ensure sufficient power differences between pack-
ets and interference at their intended receivers.We prototype
HydraNet and integrate with operational LoRaWANs and
comprehensively evaluate its performance. Results show that
HydraNet achieves higher spectrum utilization with up to
3.6× throughput improvements over the state-of-the-art.
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1 INTRODUCTION
Low-PowerWide-Area Networks (LPWANs), including LoRa
[48, 73, 82], Sigfox [8], and NB-IoT [67], have gained signif-
icant traction in recent years [40, 53, 72, 77, 78]. LPWANs
complement existing technologies likeWi-Fi and 5G by offer-
ing cost-efficient IoT connectivity over long distances (e.g.,
tens of km [10]). However, the long communication ranges
of LPWANs introduce substantial interference and degrade
spectrum efficiency, especially in scenarios with dense de-
ployments of many nodes and gateways [28, 32, 56, 65, 83].
This challenge arises primarily because an LPWAN packet
requires a relatively long transmission time, during which a
single packet transmission can affect a large area (e.g., tens of
km2), monopolizing a frequency band and preventing other
nodes in the vicinity from using the same band. Although
current LPWANs allow multiple nodes to transmit concur-
rently using different frequencies and orthogonal parameters,
these techniques demand additional resources (i.e., multiple
frequencies and orthogonal codes). Our research aims to en-
hance the spectrum efficiency of LPWANs by exploring the
spatial reuse of available spectrum resources, enabling more
users to transmit simultaneously on the same frequency.

A core problem in spatial reuse is managing interference
among simultaneous transmissions. Existing solutions can be
classified into three categories [2, 84]: interference avoidance
(e.g., LMAC [21]), interference cancellation (e.g., CIC [57]),
and multi-antenna techniques (e.g., MU-MIMO). They share
a common philosophy, i.e., interference mitigation, which
aims to reduce interference strength below some thresholds
that allow a receiver to treat interference as background
noise (see Figure 1). However, interference avoidance strate-
gies typically result in marginal improvements in spectrum
efficiency. Interference cancellation, while more effective,
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Figure 1: A new framework for LPWAN spatial reuse
leveraging radio’s capture effect.

requires specialized hardware and complicated signal pro-
cessing algorithms. This requirement limits spatial reuse in
the uplink direction by using customized gateways, while
deployed COTS LoRa nodes cannot benefit from concurrent
transmissions in the downlink. In contrast, MU-MIMO is
capable of operating on the gateway side to facilitate con-
current transmissions for both uplink and downlink in tradi-
tional wireless systems. However, our studies in § 2 reveal
that MU-MIMO is not well-suited for LPWANs mainly be-
cause the slow rate and long air-time of LPWAN packets
incur significant delays that can make the channel estima-
tions outdated by the time communication occurs.
This paper presents a new paradigm to facilitate simul-

taneous LPWAN transmissions on the same frequency, fun-
damentally evolving the current philosophy of interference
management—from mitigating interference to tolerating its
presence, as illustrated in Figure 1. We leverage the obser-
vation that an LPWAN packet can be successfully received
in the presence of interference. This is due to the capture
effect occurring at the radio circuits, which allows a radio to
receive a stronger packet when multiple packets arrive si-
multaneously [44, 68]. As such, we can maintain a relatively
higher Received Signal Strength (RSS) for a desired packet
and use the capture effect of a receiver radio as a ‘filter’ to
get rid of interference, even when the interference power
is high above the noise floor. Unlike existing spatial reuse
solutions that aim to reduce the absolute power of interfer-
ence below certain thresholds, our approach only needs to
suppress interference to be weaker than the desired packet.
This significantly relaxes the requirements for interference
management and opens up more opportunities for spatial
reuse. Importantly, since our approach only manages the
power strength of the desired packets and interference, such
power features (i.e., RSS) are readily accessible on any COTS
devices for both gateways and IoT end-nodes and remain
relatively stable over time (see § 3). These make our approach
promising for delivering robust spatial reuse in LPWANs, par-
ticularly for supporting concurrent downlink transmissions
with COTS devices without requiring hardware or software
modifications.

To implement this concept into a practical system, two
technical challengesmust be addressed. First, since ourmethod
does not eliminate interference, a radio may perceive multi-
ple packets that contend for radio resources. However, packet
reception influenced by the capture effect often exhibits ran-
domness and unpredictability. It is challenging to reliably
receive an intended packet amid competing packets. Our
comprehensive studies with COTS LoRa radios reveal that
the synergy between the PHY-layer capture effect and the
higher-layer processing pipeline of a packet receiver jointly
determines the reception behavior of a LoRa radio. While
the RSS of incoming packets affects the PHY-layer capture
effect, the timing of these packets influences the higher-layer
receiving pipeline. To mitigate the unpredictability of packet
reception associated with the capture effect, it is essential to
maintain a higher RSS for the intended packet and control
transmission timing among competing packets. This dual
approach enables a LoRa radio to effectively capture and
receive intended packets amidst interference.
The second challenge involves managing interference

among concurrent users. Although our method can toler-
ate interference with the capture effect, it still requires that
the interference power be kept a few dB below the intended
packet.Maintaining superior RSS for intended packets against
interference at every receiver turns out to be both crucial
and challenging. To address this, we jointly leverage the
spatial diversities of distributed gateways and transmission
power control to manage interference across different sub-
regions. Additionally, we exploit the beamforming capability
of multi-antenna gateways to selectively strengthen signal
power toward intended users and weaken it in other di-
rections for non-intended users. By jointly optimizing the
transmission power of beams and their directions, we can
suppress interference at every receiver within a reasonable
range, effectively activating the capture effect of receiver
radios for correct packet reception.
Finally, we develop a novel communication framework,

HydraNet, which leverages the PHY capture effect to achieve
spatial reuse for LPWANs. A key enabler of HydraNet is a
spatial reuse protocol that seamlessly integrates with the Lo-
RaWAN stack and utilizes Class B for implementing control
plane and data plane operations. HydraNet manages con-
current users by grouping them into various spatial reuse
groups. To facilitate transmissions for each user group, Hy-
draNet initiates a link probing operation to gather essential
data of user links (e.g., power fading rates and user direc-
tions). This probed data is then fed into an optimization
model to compute a transmission plan for users. The plan
includes detailed configurations, such as transmit power,
beamforming angles, and transmission timing, which are
distributed to relevant gateways and user nodes to execute
data transmissions within LoRaWAN networks.
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We implement a HydraNet system using USRP-based gate-
ways and COTS LoRa nodes. Extensive experiments are con-
ducted to evaluate HydraNet across diverse link conditions.
Results show thatHydraNet supports a higher number of con-
current users and offers higher reliability than MU-MIMO
in both uplink and downlink transmissions. The achieved
throughput outperforms that of the state-of-the-art by up to
3.6×. HydraNet is compatible with single-antenna gateways,
with more antennas providing additional spatial reuse op-
portunities, resulting in 2.4× throughput improvements as
the number of antennas per gateway increases from 1 to 4.
We summarize the contributions of the paper as follows:

(1) We systematically investigate the LoRa capture effect
and characterize the underlying mechanisms governing the
reception behaviors of COTS LoRa radios. This characteri-
zation study reveals the joint impact of transmission timing
and power control on the unique LoRa capture effect. (2)
We propose a novel framework to enable spatial reuse in LP-
WANs by leveraging the LoRa capture effect. The framework
effectively manages interference to ensure sufficient power
differences between packets and interference at intended
receivers for correct capturing of their packets. (3) We in-
tegrate the strategy with the LoRaWAN stack and evaluate
its effectiveness through extensive experiments. We believe
the design principles of this work could be applied to other
LPWAN technologies as well.

2 WHY TRADITIONAL MU-MIMO NOT
APPLICABLE TO LPWAN?

Multi-User Multiple Input Multiple Output (MU-MIMO) tech-
niques are commonly used in wireless systems to support
multiple users with the same frequency for enhanced spec-
trum efficiency. MU-MIMO needs to estimate the Channel
State Information (CSI) between multiple transmit anten-
nas and receivers to precode the concurrent transmissions
of different users. Accurate channel estimation and precod-
ing are essential to ensure only the desired signal can reach
the intended receiver, while unwanted signals are nullified
through over-the-air transmissions.

To assess the effectiveness of MU-MIMO in LPWANs, we
set up a testbed consisting of a two-antenna gateway andmul-
tiple Commercial Off-The-Shelf (COTS) LoRa nodes. The two-
antenna gateway was constructed using two synchronized
USRPs powered by a shared clock, while each LoRa node
was equipped with a single antenna. In each experiment,
two random nodes were selected to concurrently receive
downlink packets from the gateway through a MU-MIMO
approach. We employed the methods presented in [50] for
real-time channel estimation and precoding (i.e., Zero Forc-
ing encoding [24, 61]). The packet reception ratios (PRRs) of
the MU-MIMO communications are presented in Figure 2a.
We surprisingly observed that more than 50% of the nodes
failed to receive 80 % of their packets.
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Figure 2: MU-MIMO performance with LoRa.

Upon reviewing the experimental settings and data, we
identified that the low-cost hardware of COTS LoRa nodes,
such as the Semtech SX1276 radio [55], introduces Carrier
Frequency Offset (CFO) [42] between the sender and the
receiver, and different nodes can have different CFOs with
the gateway. Although CFO calibration algorithms [74] can
rectify received signals to some extent, they suffer unsatis-
factory accuracy due to the inherently low quality of signals
from low-cost LoRa radios, often leaving random residual
CFO errors. The residual CFO errors can compromise CSI
measurements, with heterogeneous phase and amplitude
variations over different links (refer to Figure 4), and under-
mine MU-MIMO performance for LoRa nodes.

To access CFO and its impacts on MU-MIMO, we conduct
experiments and compare two setups: one with high-end US-
RPs using local clocks as receivers (with CFO) and another
with USRP receivers synchronized to the gateway’s clock
(without CFO). As shown in Figure 2b, the USRP setup with-
out CFO achieves a perfect 100% PRR, demonstrating that
our methods can accurately measure CSI and facilitate MU-
MIMO under ideal conditions. However, in the USRP setup
with CFO, where CFO calibration algorithms [74] are used,
PRRs significantly drop to 48%, only marginally better than
the 32% PRRs of COTS LoRa nodes. This result indicates that
CFO calibration cannot totally mitigate the impacts of CFOs.
Since LoRa packets have long air-time, even minor CFO er-
rors (e.g., a few Hz) can accumulate over time, resulting in
substantial degradation in PRRs.
In addition to CFOs, potential changes in channel condi-

tions (i.e., channel dynamics) can also cause previous CSI
measurements to become outdated, leading to incorrectMIMO
precoding and degraded performance. Specifically, because
multiple LoRa packet exchanges (each lasting hundreds of
milliseconds) are required to complete CSI measurements
for multiple MIMO links, the time delay between CSI mea-
surement and MIMO communication can span several thou-
sand milliseconds. Meanwhile, a LoRa channel at 915MHz
remains coherent for only a few hundred milliseconds, even
when the channel changes at slow speeds (e.g., human walk-
ing at 1m/s). Therefore, acquiring accurate, up-to-date CSI
measurements in LPWANs to enable correct MIMO precod-
ing is extremely challenging, if not impossible.
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It is important to note that MU-MIMO in traditional wire-
less systems (e.g., Wi-Fi and LTE) also face challenges related
to CFOs and channel dynamics. However, the fast rates of
Wi-Fi/LTE transmissions ensure that both CSI measurement
and MIMO communication can finish within the coherence
time of wireless channels (typically a few hundred millisec-
onds). In contrast, a single LoRa transmission can last for
hundreds of milliseconds, and it takes thousands of millisec-
onds to complete CSI measurements for multiple LoRa links.
Such long intervals necessitate much higher synchroniza-
tion precision to empower MIMO in LoRa, which can be
technically and economically unfeasible for low-cost IoT de-
vices. This challenge motivates us to explore new designs
tailored to the unique characteristics of LPWANs to achieve
spatial reuse similar to MU-MIMO without demanding strict
synchronization.

3 EMBRACING LPWAN INTERFERENCE
Opportunity: Due to the capture effect of RF radios, a wire-
less receiver can sometimes receive one packet intact even
when multiple users transmit packets simultaneously, rather
than dropping all collided packets [68]. This phenomenon is
also observed in LoRa communications with COTS devices,
including both gateways and end-nodes across various LoRa
radio models such as the SX1272, SX1276, and SX1302, as
shown in Figure 3 (refer to § 4.2 for detailed experimental
settings). The key observations are summarized below.

(1) COTS LoRa nodes can successfully receive the strongest
of the colliding packets. Notably, a RSS difference of 0.8 dB
can ensure that a LoRa node reliably receives the stronger
packets with ≥90 % PRRs, as shown in Figure 3a.
(2) COTS LoRa nodes can correctly receive an intended

packet evenwhen the interference has a strong power strength
significantly higher than the noise floor (e.g., >6 dB as shown
in Figure 3b). Our in-depth analysis in § 4.2 reveals that due
to the unique packet demodulation and receiving pipeline of
LoRa radios, the timing of packet collisions and their signal
strengths jointly affect the packet reception performance.
These observations encourage us to exploit the packet

reception opportunity brought by the LoRa capture effect to
support concurrent transmissions from a new perspective:

Instead of suppressing interference to zero, one can just re-
duce interference strength to a few dB lower than an intended
packet. We leverage a radio’s capture effect to “filter out” inter-
fering packets and correctly receive intended packets.

Paradigm transition: Our work aims to establish a new
paradigm for concurrent communications in LPWANs based
on the capture effect. This involves a fundamental evolution
of interference management philosophy, shifting from the
complete elimination of interference to tolerating its pres-
ence. Unlike conventional MU-MIMO, our approach does not
require precise CSI measurements or MIMO precoding to
mitigate interference, which demands strict synchronization.
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Figure 3: Receiving LoRa packets under different SIR
settings (left) and interference strengths (right).
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Figure 4: RSS and CSI variations (ground-truth is ob-
tained from USRP devices under ideal settings).

Instead, we focus on managing the RSS difference between
interference and intended packets to meet the capture ef-
fect SIR threshold of LPWAN radios, ensuring correct packet
reception amid interference across different receivers.

We note that the RSS features of packets are inherently re-
silient to CFOs and remain stable for relatively long periods.
Figure 4 experimentally compares the RSS and CSI variations
within a LoRa packet duration (i.e., 500∼1000ms). The results
show that CSI data, especially the phase measurements, expe-
rience significant variations (e.g., up to 200◦). Such significant
CSI errors can undermine MIMO precoding, resulting in in-
effective interference mitigation. In contrast, RSS remains
much more stable than CSI measurements in both static and
dynamic scenarios. Additionally, we can explore a design
space to proactively manage transmission power and select
user links with large RSS differences to counteract potential
channel dynamics, increase capture effect opportunities, and
improve spatial reuse for LPWANs. Importantly, the capture
effect is available for almost all LPWAN radios and the RSS
readings of packets are also accessible on COTS devices. Our
approach is compatible with low-cost IoT devices and holds
promise for achieving practical spatial reuse in LPWANs.

4 HYDRANET DESIGN
4.1 Overview
This section introducesHydraNet that leverages the PHY cap-
ture effect to enable spatial reuse of spectrum resources for
LPWANs. HydraNet operates as follows: When 𝑁 users need
to communicate simultaneously, we first probe the power
fading characteristics of the links between user nodes and



From Interference Mitigation to Toleration:
Pathway to Practical Spatial Reuse in LPWANs ACM MobiCom’25, November 3–7, 2025, Hong Kong, China

-4 -3 -2 -1 0 1 2 3 4 5 6 7 8

Time Delay (× Symbol)

0

0.2

0.4

0.6

0.8

1

P
ac

k
et

 R
ec

ep
ti

o
n
 R

at
io

Interested Pkt

Competing Pkt

(a) 2 dB power difference

-4 -3 -2 -1 0 1 2 3 4 5 6 7 8

Time Delay (× Symbol)

0

0.2

0.4

0.6

0.8

1

P
ac

k
et

 R
ec

ep
ti

o
n
 R

at
io

Interested Pkt

Competing Pkt

(b) 0.4 dB power difference

0 2 4 6 8 10

Power Difference (dB)

0

0.2

0.4

0.6

0.8

1

P
ac

k
et

 R
ec

ep
ti

o
n

 R
at

io 2 symbol delay

(w/o preamble)

1 symbol delay

(w/o preamble)

0 symbol delay

(w/o preamble)

0 symbol delay

(w/ preamble)

1 symbol delay

(w/ preamble)

2 symbol delay

(w/ preamble)

(c) Symbols aligned

0 0.4 0.8 1 1.5 2

Power Difference (dB)

0

0.2

0.4

0.6

0.8

1

P
ac

k
et

 R
ec

ep
ti

o
n
 R

at
io

0.05 symbol delay

0.10 symbol delay

0.25 symbol delay

0.50 symbol delay

(d) Symbols not aligned

Figure 5: Reception with LoRa capture effect when an interested packet is stronger than a competing packet by
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Figure 6: Processing logic of a LoRa packet receiver.

LPWAN gateways and assign various gateways to serve the
𝑁 users. To ensure successful packet delivery, we carefully
control the transmission timing and power for each user
so that the signal strength of each packet at its intended
receiver is higher than that of any non-intended packets (i.e.,
interference), without necessarily suppressing the interfer-
ence power to zero. On the receiver side, an LPWAN radio
leverages the PHY capture effect to successfully receive the
intended packet with higher signal strength while rejecting
non-intended packets with lower strength.

The practical implementation of the system presents two
key challenges. First, the success of HydraNet depends heav-
ily on the reliable reception of packets via the capture effect.
Therefore, a deep understanding of the LoRa capture effect,
which is still under-explored in the literature, is essential
and will be addressed in § 4.2. Second, as 𝑁 users commu-
nicate simultaneously, each receiver node may receive all
𝑁 packets at differing signal strengths. While increasing
the transmission power of a packet can help its intended re-
ceiver capture and decode it, this also increases interference
at non-intended receivers, potentially hindering their ability
to receive their own packets. Managing interference across
concurrent links to ensure all users successfully receive their
intended packets is a significant challenge, which we address
with novel techniques in the following subsections (§ 4.3).

4.2 Reliable Reception with Capture Effect
The capture effect is an inherent phenomenon in Frequency
Modulated (FM) radios, occurring at the signal limiter circuits
and during the demodulation stage of a receiver radio [37].
Whenmultiple signals of unequal power strengths fall within
the passband of a radio, weaker signals experience higher
attenuation than stronger ones as they pass through the radio
circuits (e.g., mixer, filter) and often do not appear in the

radio’s output. However, the PHY layer capture effect often
exhibits high variability [36]. The ability of a radio to receive
packets through the capture effect varies across technologies,
depending on factors such as PHY (de)modulation schemes
and radio circuits. This section investigates the capture effect
in LoRa radios and provides insights into how to reliably
receive packets using this effect.
To study the capture effect, we set up an experiment us-

ing three COTS LoRa nodes: two senders and one receiver.
One sender transmits a stronger packet (i.e., the packet of
interest), while the other sends a weaker competing packet
concurrently to the same receiver. By varying the time delay
between the transmissions of the two packets, we observe
how they are received by the receiver. As shown in Figure 5a
and 5b, a LoRa radio exhibits distinct reception behaviors
under different delay and power settings. This variability
arises because different delays cause different parts of the
two packets to collide, and the receiver may capture and
receive signals from different packets at different time win-
dows. Additionally, a LoRa radio executes a pipeline to re-
ceive a packet, as shown in Figure 6. The receiver pipeline
detects a preamble signal to identify a packet. Upon detect-
ing a preamble in several consecutive windows (e.g., four
windows for SX1276 [29]), the pipeline locks on that packet
to demodulate and decode its payload. The capture effect
of radio hardware and the processing logic of the receiver
pipeline jointly decide the reception behavior of a LoRa node,
as shown in Figure 7 and explained below in three cases.
Case A: When the interested packet arrives before the

competing packet, the competing packet collides with the
later part of the interested packet. The radio will capture and
receive the stronger symbols from the interested packet in
every time window, resulting in successful reception of the
interested packet (Figure 5a when delay < 0).

Case B: When the interested packet arrives after the com-
peting packet but before the fourth symbol of the competing
packet, the radio has not yet locked on the competing packet.
The capture effect makes the radio lock on the late stronger
interested packet, resulting in high reception ratios for the
interested packet (Figure 5a when delay 0 ∼ 2).
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Figure 7: Radio receive behaviors with capture effect.

Case C:When the interested packet arrives after the fourth
symbol of the competing packet, the radio locks on the com-
peting packet in the first part but captures/receives stronger
symbols from the interested packet in the second part, lead-
ing to failures of both packets (Figure 5a when delay > 3).

Comparing Figure 5a and Figure 5b, we observe that fewer
interested packets are received as the power difference be-
tween the two packets is small (e.g., 0.4 dB). In such cases,
the capture effect becomes unpredictable, and the receiver
radio may rapidly switch between packets (see Figure 7d),
increasing the uncertainty of packet reception.
To identify the power and timing conditions for reliable

packet reception with the LoRa capture effect, we vary the
time delay between the competing packet and the inter-
ested packet from 0 to 3 symbols, precisely control their
symbol timing to be well-aligned or misaligned, and adjust
their power difference in 0.1 dB increments. Interestingly,
the results differ significantly depending on whether the
symbol edges of the two packets are aligned or misaligned,
as shown in Figure 5c and Figure 5d. When the symbol edges
are aligned, the receiver node fails to receive the interested
packet even when the interested packet is 10 dB stronger
than the competing packet. Comparing the results with and
without preamble in Figure 5c, where the “w/o preamble”
experiments set up the competing packet without a preamble
and ensure the receiver node always locks on the preamble
of the interested packets, we can identify that the preamble
processing of a LoRa receiver requires high SIRs to function
correctly in the case of symbol well-alignment. In contrast,
when the symbols are misaligned by ≥10 % of a symbol dura-
tion, a 0.6 dB power difference results in ≥90 % PRRs of the
interested packet.
Why small SIR threshold for LoRa?We note that the

capture effect alone requires a large SIR (e.g., >10 dB) to com-
pletely suppress interference signals in the output of a LoRa
radio. As SIR decreases (i.e., interference power increases),
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the interference signals cannot be suppressed by the capture
effect and will flow into the follow-up receiver pipeline of a
LoRa radio along with the interested signals. In this case, the
LoRa radio can still correctly receive the interested packet
amidst interference with SIRs as low as 0.8 dB. This strong
interference resistance capability can be explained from the
perspectives of LoRa demodulation and the packet receiving
pipeline, as detailed below.

LoRa demodulation involves a Dechirp-and-FFT procedure
[31, 75] that amplifies a small SIR into a relatively large
energy difference for the demodulated symbols in FFT views,
as shown in Figure 8a. A LoRa demodulator extracts only the
highest energy peak as the demodulation result and discards
other lower peaks (e.g., the peak from interference). This
helps a LoRa radio to correctly demodulate interested packets
in the presence of interference without needing to reduce
interference below the SIR threshold of the capture effect
(e.g., >10 dB). Based on our empirical studies presented in
Figure 5d, the minimum SIR threshold required by a LoRa
demodulator is around 0.8 dB.
Notably, the small SIR threshold of LoRa necessitates a

relatively large symbol timing misalignment between the
interested and competing packets (e.g., ≥10%). Specifically,
SIR influences various processing stages of the LoRa receiver
pipeline, including signal compensation for CFOs and chan-
nel impacts, symbol synchronization, preamble lock-on, and
demodulation procedures [6, 76]. In the symbol-aligned case,
the energy peaks of two preambles fall within the same
frequency bin. From such combined signals, a receiver can-
not accurately estimate and calibrate CFOs for the inter-
ested packet. This can lead to failures in preamble lock-on
or frame synchronization, resulting in erroneous packet re-
ception. Conversely, in the misaligned case, the preambles
of two packets are separated in frequencies. A receiver can
easily extract the highest frequency peaks that correspond
to the interested packet, enabling correct packet lock-on and
processing even with low SIRs.
Upon locking on the interested packet, a LoRa demodu-

lator aligns with the symbol edges of the interested packet
while spanning across the symbol edges of the interfering
packet, as illustrated in Figure 8b. Note that the adjacent
symbols in the payload are likely to be different due to the
whitening and encoding procedures of a LoRa packet [30, 80].
Large timing misalignment allows the demodulator to accu-
mulate all signal power of a symbol into a high-energy peak
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for the intended packet while dispersing the signal power
from the interfering packet into different symbol frequen-
cies, each becoming even lower. This further helps payload
demodulation for the interested packet with small SIRs.
Reliable reception conditions. Based on the above ex-

perimental results, we empirically conclude the conditions
required to empower a LoRa node to reliably receive a packet
with the LoRa capture effect as follows:

R1: The transmission of the interested packet must not lag
behind any competing packet by more than three symbols.
R2: The symbol timing of the interested packet must be

misaligned with that of any competing packet by ≥10 % of a
symbol duration.

R3: The RSS of the interested packet must be at least 0.8 dB
higher than the RSS of any competing packet.

4.3 Interference Tolerable Spatial Reuse
This section presents a novel framework for enabling spa-
tial reuse in LPWANs by tolerating, rather than eliminating,
network interference. The key enabler of this method is a
scheduler that coordinates user transmissions to activate the
capture effect of receiver radios at the right moment, allow-
ing them to correctly capture and receive intended packets
while rejecting non-intended packets (i.e., interference). To
ensure reliable packet reception via the LoRa capture effect,
the timing and power strength of user transmissions must be
carefully controlled, according to the conditions summarized
at the end of § 4.2. While controlling transmission timing
is technically feasible for LPWANs (addressed in § 4.4), this
subsection focuses on managing interference power across
user transmissions. We first introduce the basic problem
and solutions for typical LPWAN scenarios with distributed
single-antenna gateways, followed by an exploration of spa-
tial reuse opportunities with multi-antenna gateways. Fi-
nally, we extend the framework to support both uplink and
downlink transmissions.

4.3.1 Cooperating Distributed Gateways for Spatial Reuse.
Figure 9a illustrates a typical LPWAN network with multiple
gateways, each equipped with a single antenna, operating
in a shared spectrum. Our objective is to enable these dis-
tributed gateways to collaboratively transmit data to various
users over the same frequency. To achieve this, the spatial
diversities of distributed gateways and transmission power
control are jointly utilized to manage interference among
user transmissions. It involves two key decisions: (1) which
gateway is assigned to serve each user, and (2) the configura-
tions of transmission power (i.e., Tx power) for each gateway.
Unlike conventional spatial reuse schemes [84] that use

power control to ensure the signal strength of a packet at
non-intended receivers (i.e., interference) remains below the
minimum SINR allowed by a radio, HydraNet permits inter-
ference above the SINR threshold. It only requires the RSS of
the intended packets to be relatively higher than that of the
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Figure 9: Managing interference for spatial reuse: tradi-
tional power control (b) vs. power control in HydraNet
(c); traditional beamforming (e) vs. power beams in Hy-
draNet (f). (b,e) plot the raw RSS of gateways/beams;
(c,f) plot the regions, with Δ𝑅𝑆𝑆 ≥ 0.8 dB, dominating
by different gateways/beams.

interference, so that the capture effect of the receiver radio
can be activated effectively. This relaxes the requirements
for interference management, which can release more spatial
reuse opportunities for HydraNet. For example, Figure 9b
and 9c compare the two methods when using three gateways
to serve three users. Traditional power control requires ad-
justing the coverage of each gateway to mitigate interference
at non-intended receivers. It supports two users (i.e., A and
C). In contrast, our method supports three users (A, B, and
C) with the same Tx power settings for the three gateways.

We formally model the interference management problem
in HydraNet as an Interference Tolerable Power Control (ITPC)
problem as follows.
Problem formulation: Assume there are 𝑀 gateways,

represented as 𝐺𝑊 = {𝑔1, 𝑔2, · · · , 𝑔𝑀 }. Denote the receiver
nodes of 𝑁 users as 𝑁𝐷 = {𝑛1, 𝑛2, · · · , 𝑛𝑁 }. The power fad-
ing rates for all gateway-to-node links, denoted by Γ𝑀×𝑁 , are
measured beforehand through a link probing process (see
details in § 4.4). The ITPC problem computes a transmission
plan which is formally represented by an association matrix
between gateways and users 𝐶𝑀×𝑁 , where 𝑐𝑖 𝑗 = 1 if the 𝑖𝑡ℎ
gateway serves the 𝑗𝑡ℎ user and 0 otherwise, and a vector
𝑃𝑀×1 recording the Tx power of each gateway. A feasible
plan is subject to the following constraints:

• A user is served by at most one gateway:∀𝑗, ∑𝑖 𝑐𝑖 𝑗 ≤ 1.
• The Tx power of a gateway cannot exceed the maxi-
mum emitting power of the radio (a constant denoted
by 𝑃𝑚𝑎𝑥 ): ∀𝑖, 0 ≤ 𝑝𝑖 ≤ 𝑃𝑚𝑎𝑥 .



ACM MobiCom’25, November 3–7, 2025, Hong Kong, China R. Li, Z. Zhang, X. Xia, N. Hou, W. Chai, S. Yu, Y. Zheng, T. Gu

• The RSS of a packet at an intended receiver must be
higher than a threshold 𝑅𝑆𝑆0: ∀𝑖, 𝑗, 𝑐𝑖 𝑗 · 𝑅𝑆𝑆𝑖 𝑗 ≥ 𝑅𝑆𝑆0,
where 𝑅𝑆𝑆𝑖 𝑗 is the RSS of a packet from gateway 𝑔𝑖 to
node 𝑛 𝑗 calculated by 𝑅𝑆𝑆𝑖 𝑗 = 𝑝𝑖 −𝛾𝑖 𝑗 , where 𝛾𝑖 𝑗 is the
power fading rate (in dB) of the link from 𝑔𝑖 to 𝑛 𝑗 .

• A node receives its intended packet with higher RSS
than other packets:∀𝑖, 𝑗, 𝑘, (𝑘 ≠ 𝑖), 𝑐𝑖 𝑗 ·(𝑅𝑆𝑆𝑖 𝑗−𝑅𝑆𝑆𝑘 𝑗 ) ≥
𝑐𝑖 𝑗 · 𝜂0, where 𝜂0 is the RSS guard (0.8 dB) required for
reliable packet reception with the LoRa capture effect.

Our optimization objective is to maximize the number of
concurrent users which can be formulated as below.

Maximize
𝑀∑︁
𝑗=1

𝑁∑︁
𝑖=1

𝑐𝑖 𝑗 . (1)

4.3.2 Enhancing Spatial Reuse withMulti-antenna. Although
the interference-tolerable power control (ITPC) method al-
lows distributed gateways to communicate concurrently in a
common space, the spatial reuse opportunity remains limited.
It cannot support the concurrent transmissions of two users
if they are both located in the same region with superior
RSS dominating by the same gateway, such as A and D in
Figure 9c. We aim to overcome this barrier by leveraging
the multi-antennas available on the latest LPWAN gateways
(e.g., Wisgate RAK7289CV2 [52]).

Intuitively, we can treat each multi-antenna element as
an independent transmitter and use a greater number of
transmitters to support more concurrent users. However,
this method cannot transform the increased number of trans-
mitters into higher spatial reuse because all antenna ele-
ments are mounted on a gateway within a small space (e.g.,
tens of cm). The close proximity of multi-antenna elements
won’t cause substantial RSS variations compared to a single-
antenna and thus fails to bring new spatial reuse opportu-
nities. Our empirical results show that, two antennas need
to be separated by tens of meters to produce sufficient RSS
variations to enable spatial reuse.

We present a novel technique that leverages the beamform-
ing capability of multi-antenna to generate multiple beams
of power radiation, termed power beams, as illustrated in Fig-
ure 9d . Each power beam can be independently used to send
packets to different users. Our power beam method differs
from traditional beamforming in both the design principle
and the resulting capacity achieved. Specifically, traditional
beamforming methods produce relatively wide beams with
the sub-GHz LPWAN frequency due to the long wavelength.
As illustrated in Figure 9e , beamforming with four antennas
operating at 915MHz produces a beam spanning 28∼58°. It
requires large antenna arrays and sophisticated software to
narrow the beams and avoid potential inter-beam interfer-
ence when two users are located closely. In contrast, our
method is designed to tolerate inter-beam interference, al-
lowing power beams to overlap and support concurrent users
even when they are closely located. As shown in Figure 9f ,

by using the same four antennas, our method can use overlap-
ping power beams to serve two users with a minimum angle
difference of 18°. In comparison, a traditional beamforming
method requires 8 antennas to achieve the same angular
resolution. Thanks to the interference toleration design prin-
ciple, our power beam method can use fewer antennas with
simpler algorithms to support even more users, making it
more suitable for low-cost LPWAN devices.

HydraNet assigns themultiple power beams of everymulti-
antenna gateway to serve different users by steering each
beam toward a specific user. This offers us the flexibility to
deliver adequate signal power to an intended user node at
any angle while minimizing interference to non-intended
users, who are typically located in different directions. Hy-
draNet properly allocates the Tx power of multi-antenna
across the various power beams to ensure good reliability for
all supported users. Compared to the single-antenna ITPC
method, our power beam approach introduces two additional
dimensions, the number of beams and beam directions, be-
yond gateway locations and power control in ITPC. These
new dimensions enable finely modifying RSS in space across
various directions. This enhancement enables more precise
and finer interference management among concurrent users,
potentially creating more opportunities for spatial reuse.

HydraNet determines the optimal power beam configura-
tions for each multi-antenna gateway by solving an extended
version of the ITPC problem. The extended ITPC problem
replaces all gateways with power beams. A multi-antenna
gateway is represented by 𝐾 power beams, while a single-
antenna gateway is treated as an omnidirectional power
beam. The problem involves deciding which beam to use
for each user (i.e., beam direction) and determining the Tx
power for the beams. The angles of user nodes relative to
each gateway are measured beforehand via link probing (see
§ 4.4). The RSS estimation of a packet with power beams is
updated as 𝑅𝑆𝑆 = 𝑃𝑡𝑥 · 𝐴𝐺𝑡𝑥 (𝜃, 𝜑) − 𝛾𝑙𝑖𝑛𝑘 , where 𝐴𝐺𝑡𝑥 (𝜃, 𝜑)
[13] models the power gain (in dBi) toward angle 𝜑 when the
power beam is steered along angle 𝜃 , given that the receiver
is in angle 𝜑 relative to the gateway.

4.3.3 Bi-directional Spatial Reuse. Our framework can be
seamlessly extended to support spatial reuse in the uplink di-
rection. Unlike standard LoRaWAN, where an uplink packet
is received and relayed by all gateways in the area, our frame-
work enables different gateways to relay uplink packets for
different nodes. This is particularly helpful when multiple
gateways from different operators are deployed in a common
area, as it enables each gateway to exclusively serve nodes
owned by its respective operator.
To achieve spatial reuse among uplink users, HydraNet

employs the same method as in downlink to acquire link data
and solve the ITPC problem to compute an optimal transmis-
sion plan for uplink. While executing an uplink transmission
plan, we need to control the transmission power and timing
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at the node side. A practical challenge is how to control the
timing of concurrent uplink transmissions among nodes that
are dispersed across different locations. We solve this prob-
lem by adding the relevant concurrent nodes into a group
and sending a control packet to coarsely synchronize the
uplink transmissions among all nodes in the group. Since
the transmission timing of concurrent packets in HydraNet
only needs to be controlled at the symbol level within tens
of milliseconds (refer to § 4.2), the synchronization precision
of existing LPWAN devices is sufficient to meet our require-
ments. Lastly, when multi-antennas are available on some
gateways, we can also create multiple power beams at the
gateway side to support more concurrent users in the uplink.
Each power beam would be used to receive uplink packets
from a specific node in a particular direction.

4.4 Putting All Together
Figure 10 presents the architecture of HydraNet that consists
of entities on the cloud server, gateways, and end nodes of a
LoRaWAN system. The main functional components run on
a centralized network server and are logically divided into a
control plane and a data plane. The control plane manages
users participating in concurrent transmissions and performs
operations such as link probing and power control to facili-
tate transmissions. The data plane takes instructions from
the control plane and configures gateways and end nodes
to transmit data for concurrent users. There are correspond-
ing control plane and data plane modules in the gateway
and node sides. The interactions among the network server,
gateways, and end nodes are regulated by a protocol.

Spatial reuse protocol.HydraNet’s spatial reuse protocol
operates in three phases, i.e., user group creation, link prob-
ing, and data transmission, as shown in Figure 11. Each phase
involves a series of message exchanges (termed a transaction)
occurring within both the backhaul network and the end
LoRa networks.
Group creation: HydraNet organizes user transmissions

into Spatial Reuse Groups (SRG). Before transmitting data,
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Figure 11: Spatial reuse protocol.

a user node must join an SRG by sending a join request to
the network server. The HydraNet server responds with an
ACK and configures the user node to open specific trans-
mission slots. This setup enables the user node to receive
regular downlink messages from the network server, facil-
itating control plane and data plane operations during the
subsequent link probing and data transmission phases.

Link probing: HydraNet conducts link probing to determine
the directions of all user nodes relative to each gateway and
to measure the power fading rates of the links. A user node
is required to send an empty LoRa packet (i.e., the payload is
null, containing only a preamble) with a fixed transmit power
(e.g., 20 dBm). All gateways passively receive the probing
packet. The fading rate of a link can be calculated directly
from the received signal strength (RSS) of the packet. Though
the link fading rate is measured from an uplink packet, it
can be applied to both directions due to the reciprocity of
wireless channels [45]. When a gateway is equipped with
multiple antennas, it employs the MUSIC algorithm [54] to
estimate the Angle-of-Arrival (AoA) of incoming signals,
from which user direction can be determined.
Data transmission: A data transmission transaction con-

sists of two sub-stages: data preparation and transmission.
The first stage occurs at the network server, which uses the
probed link data to compute a transmission plan (i.e., solv-
ing the ITPC problem) and sends the detailed transmission
settings to the relevant gateways. The second stage involves
configuring the relevant gateways (i.e., Tx power, beam di-
rections, and transmission time) to concurrently send data
packets in the LoRa network. For uplink data transmissions,
the network server sends amessage to the relevant end nodes,
configuring and synchronizing multiple nodes to send uplink
packets concurrently, as illustrated in Figure 11.
Given that link fading rates and node locations do not

change frequently in many networks, a single link prob-
ing can often be followed by multiple data transmissions to
amortize the overheads. HydraNet allows link probing to be
performed adaptively to balance system efficiency and cost.
Integration with the LoRaWAN protocol. HydraNet

requires regular downlink transmissions from the network
server to end nodes. While LoRaWAN Class A only allows
an end node to receive downlink after initiating an uplink
transmission, the Class B features of LoRaWAN would be
more suitable to support HydraNet: A Class-B enabled end
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Figure 12: Devices and deployment map of the testbed.

node periodically wakes up to listen to Beacons of gateways,
which provide a timing reference to synchronize end-nodes
to gateways. LoRaWAN Class B also allows an end node to
open up independent downlink windows, termed ping slots,
to receive network-server-initiated packets at a planned time.

5 EVALUATON
5.1 Methodology
Implementation & Devices. We implement a prototype
system of HydraNet using a workstation, customized USRP-
based multi-antenna gateways, and COTS LoRa nodes. The
workstation runs the HydraNet server that connects to all
gateways via Ethernet. Our customized multi-antenna gate-
way is built using multiple USRPs (N210) connected to a
common external clock (CDA-2990). The gateways run an
open-source LoRa protocol, gr-lora [16], to communicate
with COTS LoRa nodes. The Network Time Protocol (NTP) is
used for time synchronization among distributed gateways.
HydraNet’s spatial reuse protocol operates on both the work-
station server and the distributed gateways. The gateways
receive instructions from the HydraNet server and configure
their power beams in real time to communicate with LoRa
nodes across various locations. The LoRa nodes consist of
Dragino LoRa shields embedded with Semtech SX1276 radio.
These LoRa shields are connected to Arduino Uno boards,
and the radio chips are configured to send and receive LoRa
packets with specific parameters.

Experiment setup. We build a testbed consisting of four
gateways and 80 LoRa nodes and conduct extensive experi-
ments over six weeks to evaluate HydraNet. The testbed is
deployed across a 1.1 km×1.2 km urban area, covering tens
of street blocks as shown in Figure 12. The gateways are
mounted on the roof of a six-storey building. We collect data
traces from over 2,000 links across different locations within
the testbed area. The collected data covers a variety of chan-
nel conditions (e.g., low and high SNRs, indoor and outdoor,
static and dynamic links).
Comparison benchmarks. HydraNet’s performance is

compared against the following state-of-the-art (SOTA) strate-
gies: (1) LoRaWANwith LMAC [21], the SOTAMAC protocol
used to avoid collision in LoRaWAN; (2) MaLoRaGW [50], the
latest work applying MIMO techniques in LoRaWAN; (3) CIC
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Figure 13: Spatial reuse performance of two gateways
when 1∼4 antennas are equipped per gateway.
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Figure 14: Comparing HydraNet to SOTA strategies
using the same number of transmitters and receivers.

[57], the SOTA on LoRa concurrent interference cancellation;
(4) PCube [74], the SOTA on using multi-antenna techniques
to resolve LoRa collisions for parallel packet reception.

5.2 On-Site Field Evaluation
Spatial reuse performance. To practically evaluate Hy-
draNet ’s spatial reuse capability in the testbed area, we set
up two distributed gateways, each equipped with 1 to 4 an-
tennas, and configure them to send concurrent packets with
a Spreading Factor (SF) 8 and a bandwidth of 125 kHz to
varying numbers of users. For each setting of concurrent
users, we repeat the experiment 50 times with randomly
selected user locations. Two baseline schemes are employed:
LoRaWAN (LMAC), which permits only one user to transmit
at a time, and LoRaWAN (TPC), which applies an optimal
Tx Power Control to the two gateways to achieve spatial
reuse. We measure the packet reception ratio of each node
and the aggregated throughput of the entire network, as
shown in Figure 13. As expected, LoRaWAN (TPC) produces
higher throughput than LoRaWAN (LMAC) because it en-
ables spatial reuse between the two gateways via power con-
trol. However, the PRRs of LoRaWAN (TPC) for two users
remain below 70%. In contrast, HydraNet supports two con-
current users with PRRs greater than 90%, even when a
single antenna is used by the gateways, as shown in Fig-
ure 13b. HydraNet achieves higher aggregated throughput
as more antennas are used. When each gateway has two
or more antennas, HydraNet creates power beams from the
multi-antennas to support more users. The two gateways
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Figure 15: Scalability performance of applying various
strategies to distribute control messages to all nodes.

can concurrently transfer data for up to five users when each
gateway uses four antennas. The achieved throughput is 2.4
× higher than that of the single-antenna settings.

Comparison to state-of-the-art. Next, we compare Hy-
draNet with SOTA strategies. Since CIC and PCube are not
applicable to downlink transmissions, we only use them for
uplink comparisons. In the downlink experiments, we set
up 2∼4 USRPs connected to the same external clock, serv-
ing as synchronized gateway antennas. MaLoRaGW uses
these antennas to transfer data to multiple users with MIMO,
while HydraNet employs our spatial reuse method. The LoRa
packet parameters are set to SF8 and Bandwidth 125 kHz. We
compare HydraNet and MaLoRaGW using the same num-
ber of transmitter antennas. As standard LoRaWAN allows
only one transmitter to communicate in the testbed area,
the throughput of a single transmitter is plotted as a base-
line reference. As shown in Figure 14a, MaLoRaGW does
not produce significantly higher throughput compared to
the single transmitter baseline. This is primarily due to the
high inaccuracy of CSI measurements in LoRa links, which
results in failed MIMO functionality. In contrast, HydraNet
doubles the baseline throughput when two transmitters are
used, and more transmitters produce even higher through-
put. HydraNet achieves 3.6 × higher downlink throughput
than MaLoRaGW when four transmitters are used.

The same gateway settings, with 2∼4 synchronized USRPs
as receiver antennas, are used for uplink experiments. We
randomly select LoRa nodes from various locations to con-
currently send packets. The USRPs receive the PHY signals
of the uplink packets and employ different strategies to pro-
cess these signals for packet decoding. Figure 14b reports the
aggregated network throughput of all strategies. We observe
that HydraNet outperforms CIC by 30.2 % and 133.8 % when
using two and four receiver antennas, respectively. Overall,
HydraNet achieves uplink throughput comparable to PCube
when using the same receivers.

Scalability. This experiment evaluates the scalability of
HydraNet through emulations.We gathered over 20,000 packet
traces from the area depicted in Figure 12 and replayed the
traffic in our testbed to evaluate HydraNet’s performance in
supporting real-world, large-scale LoRaWAN communica-
tions. We consider a street light control application where

# of
GWs

Antenna
per GW

Ctrl.
pkts.

Data
pkts.

Over-
head

4 1 20 2105 0.47%
2 2 20 2123 0.46%
1 4 20 2295 0.43%

Table 1: Link probing
overhead of HydraNet.
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variations of two links.

each street lamp needs to receive a message (10 Bytes) from
a control server to turn on/off the light every evening and
morning. We employ two gateways, each equipped with four
antennas, to send control instructions to all nodes using var-
ious strategies. The end nodes are randomly selected from
different locations within the area shown in Figure 12. In our
region, LoRaWAN allocates only one frequency channel for
downlink communication. The bandwidth of LoRa packets
is 125 kHz, and the SF parameter is configured based on the
link condition (e.g., RSS) between a node and the gateway.
For HydraNet and MaLoRaGW, we divide the nodes into var-
ious concurrent transmission groups; the nodes within each
group use the same SF. We set up two baselines: LoRaWAN
(LMAC), which sends downlink packets sequentially to each
node one by one, and a multi-antenna enhanced version,
LoRaWAN (MA), that uses each antenna to send packets to
different users with orthogonal SFs. LoRaWAN (MA) can
serve six users at a time, i.e., using SF7∼SF12.
Figure 15 compares the throughput of various strategies

and the time taken to complete transmitting control instruc-
tions for all nodes under different network sizes. As expected,
HydraNet achieves the highest throughput, approximately 5
times that of LoRaWAN (LMAC). MaLoRaGWoffers less than
a 50% throughput improvement over LoRaWAN (LMAC),
mainly due to the high failure rate of MIMO with LoRa
packets. Since LoRaWAN (MA) only allows concurrent trans-
missions among nodes using different SFs, the potential for
concurrency remains limited in our scenario, resulting in
lower throughput than HydraNet. HydraNet effectively uti-
lizes all antennas to send control instructions to multiple
nodes concurrently. It significantly reduces the time required
to control 1,000 street lamps from 60minutes with LoRaWAN
(LMAC) to just 10 minutes.

Link probing overhead. This experiment examines the
overhead of link probing in HydraNet. We choose 10 nodes
from the green RSS region of the testbed area (see Figure 12),
where all nodes can connect to gateways with SF8. Each node
uploads 20 KB data to mimic data reports in smart metering
applications [20]. Various gateways are used to enable con-
current transmissions with HydraNet. The experiment lasts
for nearly one hour. Link probing occurs at the beginning
of node transmissions and during transmissions upon de-
tecting high packet losses. We record the number of control
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packets and data packets sent by all nodes as presented in Ta-
ble 1. The overhead is computed as the time ratio of control
packet transmissions to all transmitted packets. We see that
the link probing overhead remains lower than 0.5% across
all settings. In all our experiments, HydraNet initiates only
one round of link probing at the start, and the probe data
(i.e., node directions and link fading rates) remain effective
throughout the entire experiment. Figure 16 presents a snap-
shot of PRR and RSS changes for two nodes (one node with a
static link and the other with a dynamic link) throughout the
experiment. Both nodes maintain PRRs of ≥90% for most
of the time, eliminating the need for additional link prob-
ing operations. For the node with a dynamic link, although
the RSS varies largely (e.g., −93 dBm to −89 dBm), HydraNet
effectively adapts to the link condition by using a large Tx
power and proper beam settings to deliver high PRRs.

5.3 Micro Benchmarks
Capability study. Recall that HydraNet leverages the cap-
ture effect of LoRa radio to receive packets, which requires a
timing misalignment of ≥10 % between concurrent packets
to ensure reliable reception (refer to § 4.2). This require-
ment limits the maximum number of concurrent users. To
investigate HydraNet ’s practical capabilities, we design ex-
periments where 𝑁 nodes send packets concurrently to a
receiver node, with the symbol timing (or edges) of the 𝑁
packets evenly distributed within a symbol duration. This
arrangement creates equal timing misalignment (i.e., 1

𝑁
of a

symbol) between any two adjacent packets. We control the
Tx power of the senders to ensure that the desired packet is
received with a sufficiently higher RSS (i.e., ≥1 dB) than any
competing packets. We increase 𝑁 from 1 to 15 and measure
the PRR of the desired packet under various transmission
settings. The results, presented in Figure 17a, indicate that
HydraNet supports a maximum of 11 concurrent users with
SF8. While increasing the SF slightly improves PRRs, it does
not significantly enhance the overall capability. The system
can support up to 12 concurrent users with SF12.
Near-far effect. This experiment evaluates HydraNet ’s

performance when concurrent users experience different
link conditions. We employ two LoRa nodes: Node A, posi-
tioned at a fixed location with an SNR of 10 dB, and Node
B, placed at various locations where Locations #1 to #3 had
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Figure 18: Impact of node proximity: Settings of node
locations (left) and HydraNet performance (right).

Line-of-Sight (LoS) links to the gateways, while Locations
#4 to #6 were completely blocked with Non-Line-of-Sight
(NLoS) link conditions. Both nodes are configured with the
default bandwidth of 125 kHz and SF8. Two gateways, each
with two antennas, are used to send concurrent packets to
the two nodes with HydraNet. The link SNRs and PRRs of
Node B at various locations when HydraNet is not adopted
are also plotted in Figure 17b as a baseline reference. We
observe that HydraNet enables reliable communication for
both nodes (PRR>90 %) even with an SNR difference as large
as 6.1 dB (e.g., when Node B is at Location #3). As the delta
SNR enlarges for Locations #4 to #6 with NLoS links, Node
A consistently receives packets reliably, while Node B ex-
periences improved PRRs compared to the baseline without
HydraNet. This improvement is attributed to HydraNet ’s
effective allocation of transmission power across the power
beams to both nodes. As shown in Figure 17b, the link SNRs
at Location #6 increase by 1.4 dB with the use of HydraNet,
resulting in a 30.7 % improvement in PRR. This demonstrates
that HydraNet can effectively adapt to NLoS links and fun-
damentally enhance signal qualities over such links.
Node proximity. This experiment examines the perfor-

mance of HydraNet when concurrent users are in close prox-
imity. We employ two gateways, GW #1 and GW#2 separated
by 12 m, transmitting concurrently to two nodes (A and B)
with SF8. As shown in Figure 18, Node A is positioned di-
rectly in front of GW #1 (at an angle of 0°), while Node B
is placed at various locations along the white line, ranging
from 0° to 70° relative to GW #1. The number of antennas
per gateway is varied from 1 to 4. We measure the overall
PRRs of the two nodes under different settings as presented
in Figure 18. We see that Node B needs to be placed far away
(e.g., ≥ 70°) to achieve reliable concurrent communication
with Node A when the gateways use a single antenna. In con-
trast, Node B can be positioned much closer to A when the
gateways are equipped with multiple antennas, thanks to the
power beams of HydraNet. As more antennas are used, the
power beams become narrower, allowing for finer separation
of users across spatial angles (e.g., 10° with four antennas).

6 DISCUSSION
Link dynamics. Our experimental studies have demon-
strated that HydraNet can effectively adapt to diverse practi-
cal link conditions, including channel dynamics, multi-path
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fading, blockage, and NLoS links. As HydraNet manages the
signal strength (i.e., RSS) of interference and intended pack-
ets to facilitate concurrent user transmissions, the RSS re-
mains relatively stable over practical links. In scenarios with
rapid channel changes or fluctuating interference patterns
that lead to RSS variations, HydraNet can transmit concur-
rent packets with larger RSS margins by using enlarged SIR
thresholds to better tolerate the RSS dynamics of links. Ad-
ditionally, HydraNet adopts designs such as transmission
power control and optimized power beams to improve RSS
scalability over dynamic links, which can enhance the fun-
damental signal qualities and SNR conditions of these links.

Synchronization issues.HydraNet does not require strict
synchronization for CFO calibrations or precise channel mea-
surements. Instead, it probes the power fading rates of links,
estimated from the RSS of packets, that are immune to CFOs.
However, a coarse time synchronization among concurrent
users (end nodes for uplink and gateways for downlink) is
needed to control their transmission timing according to the
reliability conditions provided in § 4.2. Since the LoRa cap-
ture effect can be effectively activated with symbol-level (i.e.,
millisecond-level) time granularity, the existing LoRaWAN
synchronization mechanism can provide the required timing
precision for gateways and end-nodes to run HydraNet.
Extending to other LPWAN technologies. HydraNet

is built on the capture effect of wireless radios. Since the
capture effect is a general phenomenon observed in various
wireless technologies, including NB-IoT and Sigfox, the core
principles and working mechanisms of HydraNet can also
be applied to those LPWAN technologies to facilitate spatial
reuse and spectrum optimization. However, the exact SIR
thresholds and timing requirements need to be adjusted to
adapt to different technologies.

7 RELATEDWORK
MIMO. A large body of research has focused on enabling
Multiple Input Multiple Output (MIMO) to enhance the ca-
pacity of radio links, ranging from theoretical analysis [1, 81]
to practical implementations [25, 26, 51]. Previous work has
focused on lightweight channel estimation[25], user synchro-
nization [5], and user selection [79, 81] to facilitate real-time
andmulti-userMIMO inWi-Fi [5, 58, 62], cellular [59], sensor
networks [15], and wireless LANs [17]. Recent efforts extend
MIMO to wireless software radio [85] and smart surface [19].
In the realm of LPWANs, Iris [22] utilizes the narrow band-
width of LPWAN to simplify channel estimation through a
customized PHY design. Charm [18] applies MIMO to the
uplink of LoRaWANs but requires precise time synchroniza-
tion among distributed gateways. MALoRaGW [49] adopts a
joint MAC and PHY design to implement MU-MIMO for Lo-
RaWANs. Unlike previous strategies, our approach leverages
the PHY capture effect to enable concurrent transmissions

in LPWANs without the need for strict synchronization or
precise CSI acquisition.

Spatial reuse. Spatial reuse (SR) techniques have been ex-
tensively studied to enhance IEEE 802.11 network efficiency
[4, 14]. Previous work leveraged transmission power con-
trol (TPC) [33, 60], directional antenna [43], and data rate
adaptation [7, 34, 70] to improve spectrum efficiency. The
802.11ax [9, 41, 47, 63] introduces a spatial reuse protocol
that adjusts the power threshold of channel sensing (CCA) to
enable more users to access the medium concurrently. In con-
trast, HydraNet maintains a relative signal power difference
between the intended packet and interference and leverages
the capture effect of LoRa radios to filter out interference.
LoRa concurrent transmissions. Another line of re-

search explores various PHY signal features to resolve LoRa
collisions for concurrent packet reception [11, 12, 46]. CoL-
oRa [66] uses the peak power ratio of chirps after demodu-
lation to differentiate chirps from multiple packets. NScale
[64] amplifies the time offsets between colliding packets with
non-stationary signal scaling in power domain. PCube [74]
combines phase and power features to disentangle collisions
in the IQ plane. However, these strategies cannot run on
COTS LoRa nodes, where the IQ samples of PHY signals
cannot be accessed, limiting their applicability for support-
ing concurrent transmissions in the downlink. In contrast,
HydraNet supports bi-directional concurrent transmission
while remaining fully compatible with COTS devices.

Capture effect.Many studies [23, 35] have investigated
the capture effect, particularly for Wi-Fi and ZigBee. Notably,
[38] provides a theoretical foundation for understanding this
effect through controlled experiments with a limiter and de-
modulator. In RFID systems, some studies [39, 71] explore
leveraging the capture effect for collision detection and re-
covery [69]. A recent work [3] exploits the capture effect
to establish a synchronous transmission kernel, facilitating
consensus in ZigBee networks. The capture effect in LoRa
has been experimentally studied in [27]. To the best of our
knowledge, our work is the first to harness the capture effect
to enable concurrent transmissions in LPWANs.
8 CONCLUSION
This paper presents HydraNet to enable concurrent commu-
nications in LPWANs based on the unique capture effect
inherent in LPWAN radios. We first uncover the mecha-
nisms governing the reception behaviors of LoRa radios and
provide guidelines to enable reliable packet reception using
the LoRa capture effect. We then design novel strategies to
jointly control the transmission timing and power among
concurrent users so that intended packets can be captured
and interference filtered out. Extensive experiments have
demonstrated the effectiveness of HydraNet. The core prin-
ciples and strategies underpinning HydraNet may also be
applicable to other low-cost low-rate LPWAN technologies.
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